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Abstract. In this extended abstract we present a vertical, depth-first
algorithm that outputs frequent generators (FGs) and their associated
frequent closed itemsets (FCIs). The proposed algorithm –called CGT–
is a single-pass algorithm and it explores frequent equivalence classes in
a dataset.

Introduction. In data mining, frequent itemsets (FIs) and association rules play an
important role. Due to the high number of patterns, various concise representations of
FIs have been proposed, of which the most well known representations are the FGs and
the FCIs. There are a number of methods in the literature that target both FCIs and
FGs, but most of these algorithms are levelwise methods. It is known that depth-first
algorithms usually outperform their levelwise competitors. Here we present briefly a
single-pass, depth-first, vertical FG+FCI miner.1,2

The CGT algorithm. CGT is a vertical itemset mining algorithm for finding frequent
equivalence classes. CGT is based on Talky [1], where Talky is a modified version of
Eclat [2]. Eclat and Talky produce the same output, i.e. they find all FIs in a dataset.
However, Talky uses a different traversal called reverse pre-order strategy. This traversal
goes from right-to-left and it provides a special feature: when we reach an itemset X, all
subsets of X were already discovered. As a result, this traversal can be used to filter FGs
among FIs. During the traversal procedure CGT also filters FCIs and assigns them to
the corresponding FGs, thus CGT outputs at the end the frequent equivalence classes.
In order to filter the FGs, it must rely on the reverse pre-order strategy.

Consider the following 4 × 6 sample dataset: D = {(1, ACDE), (2, ABCDE),
(3, ABE), (4, BEF )}. The execution of Talky on dataset D with min supp = 2 is
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Fig. 1. Execution of Talky on dataset D with min supp = 2.

Table 1. CGT builds this table, which is actually a hash table. Key of the hash: a
tidset. Value of the hash: a row of the table.

tidset generators eq. class members closure support
(optional)

1234 ∅ E E 4
234 B BE BE 3
123 A AE AE 3
23 AB ABE ABE 2
12 D, C DE, CE, CD, CDE, AD, ACDE 2

ADE, AC, ACE, ACD, ACDE

shown in Figure 1. The processing order of nodes is indicated in circles. For instance,
the node C × 12 means that the itemset C is present in the 1st and 2nd row of the
dataset, thus its support is 2.

Example. CGT builds a hash table, as depicted in Table 1. A row object represents
an equivalence class. In our dataset D, the column E is full, meaning that E is not
a generator because it has a proper subset with the same support namely the empty
set. Thus, the empty hash table is initialized with the line “1234;∅; ;∅;4”. (That is, the
tidset is 1234, the generators and the closure are the empty set, and the support value
is 4. Eq. class members is left empty.) Then, the algorithm starts enumerating the 19
FIs of D using the traversal strategy of Talky (as seen in Figure 1). The first node is
E × 1234. The tidset 1234 is an existing key in the hash. E has a proper subset with
the same support (the empty set), thus E is added to the “eq. class members” and
“closure” fields. The “closure” column is the union of the generators and the itemsets
that belong to the same equivalence class. The next FI is D×12. Since 12 is not yet in
the hash, a new row is added in the hash table. The next node is DE × 12. The tidset
12 is in the hash, thus DE belongs to an existing equivalence class. It has a proper
generator subset, D, thus DE is added to the “eq. class members” and “closure” fields.
After adding E, D, and DE, the current state of the hash table looks like this: 1st row
is “1234;∅;E;E;4”; 2nd row is “12;D;DE;DE;2”. The end result is shown in Table 1.
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